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FOLDED SEMI-SYSTOLIC FIR FILTER ARCHITECTURE
WITH CHANGEABLE FOLDING FACTOR
L. Milentijevi¢, V. Ciri¢, O. Vojinovi€, T. Toki¢
Faculty of Electronic Engineering

University of Ni§
P.O. box 73, 18000 Ni§, Serbia

ABSTRACT: The synthesis of new folded semi-systolic FIR filter architecture with
changeable folding factor is presented in this paper. The transformation of the original
data flow graph for the bit-plane architecture that enables the successful application of
the folding technique with changeable folding sets is proposed. The application of folding
technique at bit level that allows the implementation of changeable folding factor onto
the fixed size array is described. The involving of changeable folding sets in the
synthesized folded architecture allows the reducing of folding factor according to the
coefficient length increasing the throughput of the folded system. The finding of suitable
area-time tradeoffs for the folded semi-systolic FIR filter architecture is provided by the
presented synthesis procedure.

1. INTRODUCTION

The Finite Impulse Response (FIR) filtering is one of the important special purpose
arithmetic operations widely used for video rate digital filtering. It is very inefficient if
the computation is done by software on the core central processing unit [Howley et al.,
1996]. Regular structure of FIR filter algorithm is suitable for implementation on systolic
arrays, which are attached to the host computer as hardware accelerators. Pipelined
cellular arrays are designed in the form of regularly repeated patterns of identical circuits
[Lin, 1991; Corsonello et al., 2000; Milentijevi¢ et al., 1998]. Thus, due to their
geometrical regularity, they are suitable for VLSI implementations, either as stand-alone
modules or as a part of complex digital data path. However, the design of such a
processor inevitably faces the limitation of VLSI area available. Excessive use of VLSI
area for such a processor would be prohibited by both cost and performance
[Milovanovi€, 1996]. Under a restricted VLSI area the design of such a processor often
introduces a conflict between its versatility and computation speed {Lin, 2001].

It is well known that performances and cost of any digital circuit depend on circuit
design style. Therefore, creating a given architecture, to establish optimal area-time-
power tradeoff, a careful choice of circuit design style to use is necessary. In synthesizing
DSP architectures, it is important to minimize the silicon area of the integrated circuits,
which is achieved by reducing the number of functional units (such as multipliers and
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adders), registers, multiplexers, and interconnection wires. The folding transformation is
used to systematically determine the control circuits in DSP architectures where muitiple
algorithm operations are time multiplexed to a single functional unit [Parhi, 2000]. By
executing multiple algorithm operations on a single functional unit, the number of
functional units in the implementation is reduced, resulting in integrated circuit with low
silicon area [Denk&Parhi, 1998].

As a starting architecture for the synthesis of the Folded bit-plane FIR filter
architecture with changeable folding sets we use well-known bit-plane architecture
(BPA). The BPA is highly regular architecture, which allows extensive pipelining,
regular layout, high computational throughput, truncation of Least Significant Bits
(LSBs) of intermediate results without any loss of accuracy, and programmability of
coefficients [Noll, 1986; Reuver&Klar, 1992]. However, the folding transformation can
not be applied to the BPA in a straight foreword manner, because the algorithm is based
on resorting of partial products, so that multiplication of coefficient and input data word
is not recognized as an operation i.e. a node in Data Flow Graph (DFG). Therefore, the
additional transformation of the original DFG for the BPA that prepares DFG for the
application of folding technique should be found. One solution is presented in
[Milentijevi¢, 2001} where proposed transformation removes latches in carry and sum
paths, so the pipelining inside the plane is not employed. It leads to the successful
application of the folding technique, but the obtained target architecture is suitable only
for small number of coefficients (plane length is equal to the number of coefficients). All
these facts have motivated us to propose a new transformation of source DFG for BPA
that enables the application of folding technique. As a result we obtain folded fully
pipelined semi-systolic architecture for FIR filtering. In this paper we describe the
complete synthesis path from the source DFG to the target architecture. Also, the goal of
this paper is to present the application of folding technique that enables the
implementation of changeable folding sets onto the fixed size array. The involving of
changeable folding sets and changing of the folding factor are aimed to the increasing of
versatility of bit plane-arrays. The proposed application of folding technique should
enable the finding of suitable area-time tradeoffs for bit-plane architecture keeping all
desirable features of the source architecture and to provide wider application area for the
synthetized folded semi-systolic architecture.

The paper is organized as follows: the section 2. contains basic elements of folding
technique; the section 3. describes the BPA as a basic architecture; in the section 4. we
give the transformation of the original DFG for the BPA that enables the application of
folding technique; the section 5. describes the involving of changeable folding factor and
contains the description of the synthetized folded semi-systolic architecture, while the
section 6. gives the concluding remarks.
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2. BASIC ELEMENTS OF FOLDING TECHNIQUE

The folding technique is introduced by K.K. Parhi and described in [Parhi, 2000;
Denk&Parhi, 1998]. With aim to clarify the applying of folding technique to the BPA we
give a brief review of folding transformation.

The synthesis of folded data path is explained in Figure 1 a) and Figure 1 b). Figure
1 a) shows an edge U —V with w(e) delays, while Figure 1 b) depicts the

corresponding folded data path. The data begin at the functional unit H,, which has
P, pipelining stages, pass through

D.(U—>V)=Nwle)-P, +v—u (1)
delays, and are switched into the functional unit H, at the time instances NI +v,

where N is the number of operations folded to a single functional unit (folding factor),
while 4 and v are the folding orders of nodes U and V that satisfy N-12u,v20. A
folding set, S, is defined as an ordered set of operations, which contains N entries,
executed by the same functional unit. For a folded system to be realizable
D, U - V)20 must hold for all of the edges in the DFG. Once valid folding sets have
been assigned, retiming can be used to satisfy this property or determine that the folding
sets are not feasible [Parhi, 2000].

Nl+v

© ® (E)-{PDI—W |¢

(a) (b)

(a) Anedge U — V with w(e)delays; (b) The corresponding folded data path
Figure 1: The synthesis of folded data path.

After this short description of folding technique, let us to introduce the BPA as a source
architecture for synthesis of folded semi-systolic architecture with changeable folding
factor.

3. FIR FILTERING ON BIT PLANE SEMI-SYSTOLIC
ARCHITECTURE

Output words { y, } of FIR filter are computed as
Yi=CoX +C, X F ot Oy Xy 2
where ¢,,c,,...,c,_, are coefficients while { x; } are input words.

Computation (2) can be realized in different manners. When high performances are
required systolic arrays are frequently used. Semi-systolic array share with systolic arrays
desirable simplicity and regularity properties, in addition to their pipelining and
multiprocessing schemes of operation. The only difference is that the broadcasting of
data to many PEs in one time step is allowed in semi-systolic arrays, while systolic arrays
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are restricted to temporal locality of communication. Also, the existence of some
additional connections can be allowed for semi-systolic architectures [Noll, 1986;
Reuver&Klar, 1992; Milentijevic, 1996].

The bit—plane architecture (BPA) is semi-systolic architecture that provides regular
connections with extensive pipelining and high computational throughput. The BPA is a
basis for synthesis of folded semi-systolic FIR filter architecture, so we give a brief
description of the BPA. In order to explain the BPA following notation is adopted:

m — coefficient word length,

k — number of coefficients (c,,c,,...,c,_, ), and

¢,’ - bit of coefficient c, (with weight 2/)

n —input word length.

The BPA is obtained by resorting of the partial products of different multipliers as it
is shown in Figure 2. With fine-grained pipelining, the splitted parts of the
multiplications become input word times 1-5 “coefficient multiplications, the partial
products. These are just logical AND function between the input word and coefficient bit.
In the first bit-plane the least significant partial products of all coefficients are computed
and accumulated. The output of the first bit-plane is shifted by one weight and then the
second lowest significant partiai products are processed in the second bit plane and so on
[Noll, 1986; Reuver&Klar, 1992]. Starting bit-plane processing with the LSB’s first,
enables to truncate one LSB of the intermediate output signal after each bit—plane without
any loss of accuracy in the more significant weights. We choose this architecture as a
basis for the synthesis of the fully pipelined folded FIR filter architecture. The BPA with
k=3, m=4 and n=35 is shown in Figure 2. The corresponding DFG for k =3and
m=4 is given in Figure 3. The transfer function for the BPA (k =3; m =4), which is
shown in Figures 2 and 3, is

G(Z#%:z'l(colfz'9+z'l(c1323z'9-+-z‘l(02323:'9+zl(coz2zz's+ z'l(clzzzz'6+z‘l(c‘222zz'6+
+Z’l(col2lz'3+ z'l(cllzlz'J + 2.1(621212.3 + z‘l(coo20 + z'l(c[°2° + z"c2°2°),_.).

In order to enable the application of folding technique and to synthesize the fully

pipelined semi-systolic FIR filter architecture with changeable folding factor we will

concern the general form of the DFG for BPA with k-taps and m-bit coefficients (Figure

4). The general form of transfer function for k taps and m bit coefficient wordlength,

which corresponds to the DFG from Figure 4, is

G(Z) - z-l (c(,""l mt Z~(m-l)k + Z‘l(Clm'l 2».»1 z'(m-l)k_*_ o+ Z-l (Ck.lm-lzm-l z-(m-l)k +

+Z-I(C°m-22m»22—(m-l)k+z-l(clm-22m-zz-(m-2)k +."+Z»l(ck_lm-lzm-zz-(m-Z)k+

+2c 2% + 272 H o+ 2, "2° 20) ). 3)
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4. SYNTHESIS OF FOLDED ARCHITECTURE

The BPA can not be transformed into the folded bit-plane architecture by direct
application of folding technique. It is obvious, from Figure 2 and Figure 3, that
multiplications of coefficients and input words can not be recognized as operations, i.e.
nodes in the DFG, because the algorithm is based on the resorting of partial products. It
implies that it is necessary to apply the folding technique at bit-level. Each multiplication
node in the DFG, shown in Figure 3, represents one row of basic cells (full adder and
AND gate) in Figure 2. Thus, one multiplication is distributed through the whole array.
Even, if we declare the forming of all partial products in row as one "row" operation we
can not apply folding technique successfully, because there are delays both in input data
path and summation path which are obstacles for satisfying of conditions
D (U - V)20 for all of the edges in the DFG. The solution proposed in [Milentijevic,
2001] declares all computations in one plane as one "plane” operation and provides time
multiplexing to a single functional unit. Transformed DFG, TDFGI1, proposed in
[Milentijevi¢, 2001] is shown Figure 5. Delays between planes are removed, as well as
delays in the addition path. It allows simultaneous operation of plane units, but requires
additional latches inside the plane. The TDFG1 is well prepared for folding, i.e. it enables
the application of folding technique. However, TDFG1 leads to the folded BPA which is
suitable for the filtering with small number of coefficients. The proposed transformation
(Figure 5) removes latches in carry and sum paths. Thus, the pipelining inside the plane is
not employed and the critical path depends on the plane length, i.e. number of
coefficients. It motivated us to find another solution for folding of the BPA, which will
enable the synthesis of fully pipelined, folded BPA.

Figure 5: Transformed DFG-TDFG1 with one folding set S that contains m "plane”
operations

Therefore, we suggest the transformation of source architecture that will enable the
successful application of folding technique and the involving of changeable folding sets.
The successful application assumes that the hardware size is reduced approximately for
the folding factor N, at the cost of time, and that the derived architecture keeps all
desirable features, especially fine-grain pipelining. A new transformation will be
presented in two ways. Firstly, we introduce the transformation on DFGs as a 4-step
procedure, and than we prove it at the transfer function level.
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Step_1 The starting DFG is the DFG for the BPA with k taps and m -bit coefficients
shown in Figure 4. Removing the delays between planes as well as the delays in the
addition path we obtain the TDFG1 where delays are included inside the planes (Figure
5). The TDFG1 enables the existence of only one folding set $={0,1,...,m-1} with m
“plane” operations. However, it leads to the solution proposed in [Milentijevi¢, 2001],
which suffers from long critical paths, i.e. there is no fine-grain pipelining. So, suppose
that we have obtained TDFG1, but that we had not formed folding sets yet.

Step_2 Multiplications by /2 are removed from the addition path while
multiplications by 2 are involved in the input data path. It is shown in Figure 6.

see m E o
G Co ) ) Rni
- \:J o 3 0 .. >

Figure 6: The involving of multiplications in the input data path

Step_3 The resorting of partial products collecting all coefficient bits from each
coefficient, separately, is performed (Figure 7). Now, we have different "plane” from the
“plane” in the BPA. This resorting requires delays in the input data path. Figure 7 depicts
this step. The DFG from Figure 7 is not prepared for folding, yet. The obstacle is the

existence of latches in the input data path.
Bt~
2 4 2
Gyl Ciiey G Gy
>

Figure 7: The resorting of partial products collecting
of coefficient bits from each coefficient separately

Step_4 The last step before folding, shown in Figure 8, assumes the removing of
delays from input data path and their involving into the addition path. This is followed by
reverse ordering of coefficients. Finally, we have well prepared the DFG, TDFG2, for the
application of folding technique.
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Figure 8: Transformed - TDFG2 with k folding sets
each of them containing m "row" operations

The correctness of activities performed in previous steps (Step_1 to Step_4) can be
proved at transfer function level. The starting point in Step_1 is the DFG shown in
Figure 4, and the cormresponding transfer function is given by equation (3). The same
transfer function without brackets can be rewritten as follows

- -1 1 _Am- - -1 -l _-(m- - -1 -l (m-
G(Z)zzlcoﬂl 2mlz(ml)k+zzclm 2mlz(ml)k+'" +chk.1m 2mlz(ml)k+

E -2 - -(m- - -2 - {m-2k -2k -2 -2 _-(m-Dk
+z(k+l)com 2m Zz(mz)k+z(k+2)clm 2M Zz(m 2) +... +ZZ c‘._lm 2m Z(m ) +

[{m- o -[(m- 0 -mk 040 _0
+z [(ml)k+l]co 2020+Z[(Ml)k+2]cl 2OZO+'“ +z C*_[ 2 2’ =

m—l k-1 m—1 k-1 m— k=l
= ZZ z-[(m—l—n)k-t;#llc; 2| Z-zk - cht} 2: Z—[(m—l)k+/+l] =Z—{(m—ll’+llzzc; 2: Z-] .
=0 j=0 i=0 =0 i=0 j=0

If we reorder partial products according to the z™, G(z) is of the form:

k=l el =l el
Glz)= z'{(""‘)“‘]ZchTz"’ = z'{("'")"l]z a 2632‘ ) @)
=0 =0

Jj=0 =0
The developed form of equation (4) is

G(2) = 2°(c,™ 2™ + ¢y 2™ g 20 + 2 (e 2™ V2" L+ 0”20 +

+z e ™ 2™ e M2 4+, 02900 >

The corresponding DFG for equation (5) is actually the TDFG2, shown in Figure §,
derived through Steps_1 to 4. In other words the transformations on the transfer function,
from (3) to (5), follow the previously described scenario.

The architecture with transformed DFG from Figure 8 is impractical for
implementation because of broadcast line at input data path, but TDFG2 is well prepared
for further application of folding technique at bit level.

Step_5 is an important additional step. Besides the deriving of suitable DFG for
folding the important issue is the setting of folding sets. The folding sets are formed as it



[Folded Semi-Systolic Fir Filter Architecture 243

is shown in Figure 8. The operations that will be folded are denoted with dashed lines.
One operation from TDFG2 assumes forming of partial products and the addition
performed on one "row” of basic cells, (where basic cell contains AND gate and full
adder — Figure 2). There are k folding sets, S;,5,,5,,.....5;_,, and the number of folding

sets is equal to the number of taps. Each folding set contains m operations, i.e. the folding
factor, N, is equal to the coefficient length, N =m. Thus, folded equations (1) for the
~ determined folded sets, where P, =0 and U and V are nodes in TDFG from Figure 8
denoted with 1,2,...,m,m+1,..., km are

D,(152)=m-0-0+1-0=1
D,(2-53)=m-0-0+2-1=1

D,(m-1->m)=m-0-0+(m~1)-(m-2)=1
D.(m—>m+1)=m-1-0+0~-(m-1)=
D.(m+1->m+2)=m-0-0+1-0=1

D.(2m-1-2m)=m-0-0+(m-1)-(m-2)=1
D, (2m—2m+1)=m-1-0+0—(m-1)=1
D.(2m+1—2m+2)=m-0-0+1-0=1

D, (km-1—km)=m-0-0+(m-1)-(m-2)=1.
The condition D, (U - V)20 is satisfied, for each pair of connected nodes (U,V ), and

it proves that TDFG2 from Figure 8 is well prepared for folding. The obtained folded
architecture with k taps is presented in Figure 9.

251 ~L el g ~L =
ﬁﬁ%ﬁf {fﬁg f:,%’%,‘,% h},;%%% q)%);% (:)%)
i ss, $ | iiss, $

.o

et

e @y .
s, (1wl iis (L2l

Figure 9: Folded architecture with folding sets S, S, ..., S, ‘
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5. CHANGEABLE FOLDING FACTOR

In order to implement changeable folding sets, i.e. to enable the changing of folding
factor we have derived folded architecture in the general form for k taps and coefficient

length m,
Figure 8,

(8S,,55,,...

neglecting the input data width. The proposed application of folding technique,
allows the simultancous bit-serial operation of all taps. All shift sections
SS,_, from Figure 9) can be implemented by one simple shift register

(Figure 10). The duration of computation in each tap depends on the coefficient length
m . So, the changing of coefficient length does not change the number of folding sets, but
changes the number of folded operations in folding sets (Figure 8 and Figure 9). The
changeable folding set is the folding set where the number of folded operations can vary.
Let us suppose that coefficient length can vary 1<m<m,, where m, denotes maximal
coefficient length defined by implemented width of registers. The functional block
diagram for folded architecture from Figure 9 with changeable folding factor, based on
the TDFG2 from Figure 8 for k =3, n=5 and 1<m<m,, is given in Figure 10.

je——n=5 —
¥ X X x X
parallel in_{ I T ] I I T T T T length control
cko ——»[ : ' . . rcg. . ] Nogan] }
okl —spln piin) e ol i ol i o Al
Irow Lllrmlr-snrmlrmn LT i E’E=ﬂ T
LILLLLLLL >
O row 11 ﬁr-n.;; m‘i; ]!';;lm.;; n 'l_l{;ﬁilpﬁﬂlf_i*pﬁi w k=3
paaaNRRRRl==
RO e o

é /
y ¥y v oy ¥y vy v vy ¥y y
X
f—m — E_ﬁ] R
ckd LU UyU-ruyuyuuyu-ruuyus cki—]
ckl 1 Ml _ I 1 c
cdlry
sum

Figure 10: The functional block diagram for folded architecture with changeable folding

factor (k=3)
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The operation with different folding factors is provided by:

- simple changing of control signal ck/ which period should be equal to the duration
of m periods of the basic clock signal ck0;

- shift / rotate registers for coefficients joinéd with simple control logic which
provides m-bit rotation (1Sm<m,), i.e. cyclic repetition of coefficient bits for

supplying of basic cell rows.

» Bearing in mind that m, is maximal allowable coefficient length the size of the
processing array of basic cells should be k- (m, +n+rlog2 ﬂ). The corresponding vector

merging adder (VMA) is attached to the k -th row of array for calculating of final results.

In order to clarify the operation of folded architecture from Figure 10 we give the
data flow for the case when k =3 and m =4 in Figure 11. New input data word x, at

i -l

inputs x°, x', ..., x*' is entered into the shift register every m-clock cycles. Bits of
input words are broadcasted to all bit-serial taps, i.e. rows (row L, row I and row III in
Figure 10 and Figure 11 for k =3). Line x in Figure 11 shows the shifted values of input
data words that are available to the processing array, while line ¢ describes the presence
of coefficient bits, i.e. ¢/ (j=0, ... , m-1) denotes the presence of coefficient bits with
weight 2’ from all coefficients ¢, (i=0, ... , k-1) at the corresponding rows. Additional

multiplexers in each basic cell, denoted with L and R in Figure 10, accepts internal folded
paths for carries and sums or carries and sums from the previous row (i.e. zeros for the
first row). Thus, the internal folding in each tap, Figure 9, is implemented. It allows
simultaneous operation of all rows using the same input data word. One row of basic cells
provides 1-bit multiplication, i.e. forming of one partial product and summation with
previous partial products. The row performs the multiplication by m-bit coefficient for m-
clock cycles and provides accumulated intermediate result for the next row. Final
summation performs the Vector Merging Adder (VMA) attached to the outputs of the last
row. During the (m+1)-st clock period the result is obtained and a new input value is
entered. The initial latency for the folded BPA is m clock periods, while one resulting y is
generated each m clock cycles. The data flow for folded BPA when k=3 and m=4 is
shown in Figure 11.

During the configuration the number of folding sets is fixed and equal to the number
of coefficients, while the number of operations which comprise folding sets is equal to
the coefficient length, m, and can vary in the range of 1<m<m,, where m, denotes
maximal coefficient length defined by the implemented width of registers. The involving
of changeable folding sets allows the increasing of throughput when the, filtering with
smaller coefficient length is configured. The computation time linearly depends on
coefficient length. Instead of extending the coefficient to the full coefficient length when
the operation with coefficients with smaller length is required, the proposed architecture
with changeable folding sets reduces the folding factor according to the coefficient length
and increases the throughput m;/m times.
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Figure 11: Data flow for folded architecture (k=3, m=4)
6. DISCUSSION AND CONCLUSIONS

The proposed transformation of source DFG for the bit-plane architecture enables the
synthesis of fully pipelined folded FIR filter architecture with changeable folding factor.
The derived architecture has kept desirable features of source architecture such as
extensive pipelining, high regularity, truncation of LSBs of intermediate results without
any loss of accuracy.

The array is restricted for the factor N =m, i.e. the folding factor is equal to the
coefficient length. The number of basic cells is reduced to the number of basic cells in
one plane of source architecture. Also, the total number of latches corresponds to the
number of latches in one plane of the bit-plane architecture. The extensive pipelining in
the synthesized architecture is paid by involving of two multiplexers per each basic cell.
The critical path is extended for one additional multiplexer, so the basic clock frequency
is slightly decreased. Thus, the throughput is decreased for slightly more than m times in
respect to the BPA.
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The obtained folded semi-systolic architecture is presented by the DFG, the

functional block diagram and the data flow diagram.

The involving of changeable folding sets in the synthesized folded architecture

allows the reducing of folding factor according to the coefficient length increasing the
throughput of the folded system. Wider application area and the finding of suitable area-
time tradeoffs are provided for the bit-plane architecture through the application of
folding technique while the additional increasing of throughput for folded semi-systolic
architecture is achieved by the implementation of the changeable folding factor.
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