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Abstract

Whereas some applications require correct computation many others do not. A large domain where perfect functional per-
formance is not always required is multimedia and DSP systems. Relaxing the requirement of 100% correctness for devices
and interconnections may dramatically reduce costs of manufacturing, verification, and testing. The goal of this paper is to
develop a method for trading computational correctness for an additional chip area involved by fault-tolerance implementa-
tion. The method is demonstrated for the BP array in the following way: only the most significant bits of the output word
are made fault-tolerant. By introducing the concept of partially error-tolerant BP array, designers achieve one more degree
of tradeoff freedom. Formal definitions of the proposed terms are given. A mathematical path based on transitive closure
that generates an error significance map for the BP array is proposed. The design tradeoff is demonstrated through FPGA
implementation. The achieved area savings are presented as a function of a number of most significant fault-tolerant bits.
� 2008 Elsevier GmbH. All rights reserved.
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1. Introduction

As scaling approaches the physical limits of devices and
fabrication technology, designers will increasingly have to
consider qualitative changes. The key concerns include in-
creasing process variations, defect rates, and infant mortal-
ity rates [1]. As VLSI scaling continues along its traditional
path, we will soon be in a situation where chips will have
billions of devices and thousands of defects [2,3].

Fault tolerance (FT) is the property that enables a sys-
tem to continue operating properly in the event of failure
of some of its components, at the cost of hardware, time
or information quantity [4], which, in some cases, cannot
be justified [5]. Relaxing the requirement of 100% correct-
ness for devices and interconnections may dramatically re-
duce costs of manufacturing, verification, and testing. Such
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a paradigms shift is in any case forced by technology scaling,
which leads to more transient and permanent failures of
signals, logic values, devices, and interconnections [5].

In multimedia designers take advantage of the signal pro-
cessing ability of people to convert the original source of
signals to lower quality packets of information, since this
usually provides acceptable performance to the end user,
reduces bandwidth and hardware costs [6]. An interesting
question is: if some signal processing device has a minor
hardware defect, will it still produce results that are good
enough for the end user? If so, they could also be sold rather
than be discarded [7].

The finite impulse response (FIR) filtering is one of
the important special purpose arithmetic operations widely
used for video rate digital filtering. Variety of approaches
for customizing implementation of FIR filters has been
pursued. The bit-plane (BP) architecture is semi-systolic
architecture with BP operations that provides regular con-
nections with extensive pipelining and high computational
throughput, which is, due to regularity, suitable for VLSI
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implementations, either as a stand-alone module or as a part
of complex digital data path [8,9].

In this paper we will investigate possibilities of trading
off the acceptable computation correctness for hardware
size in FIR filter design based on BP array. The goal of this
paper is to develop a method for trading computational cor-
rectness for an additional chip area involved by FT imple-
mentation. This will be achieved by making only the most
significant bits of an output word of the BP array fault-
tolerant. By relaxing the requirement of 100% chip correct-
ness, and enabling the tradeoff, only the marked cells will
be implemented as FT cells.

We will start the development with acceptable margins of
error in the resulting word, and from the transitive closure
of the BP array we will obtain the error significance map.
The array cells out of the area marked by the error signif-
icance map could produce errors, but without a significant
influence on high order bits of the resulting word. Further
on, formal definitions of proposed terms will be given. A
rigorous mathematical path based on transitive closure that
generates error significance map for the BP array will be
proposed. The design tradeoff will be demonstrated through
FPGA implementation. The achieved area savings will be
presented as a function of a number of most significant fault-
tolerant bits. By introducing the concept of partially error-
tolerant (ET) BP array, one more degree of tradeoff freedom
for designers will be involved.

The paper is organized as follows: Section 2 gives a brief
overview of error tolerance; Section 3 is devoted to the ar-
chitecture of BP FIR filter; in Section 4 we give definitions
of basic terms; in Section 5 we propose the transitive clo-
sure of the BP array; Section 6 gives an example of an error
significance map development. In Section 7 implementation
results are presented, while in Section 8 concluding remarks
are given.

2. Error tolerance

In order to introduce a tradeoff between an acceptable
computation correctness and hardware size in FIR filter de-
sign based on a BP array, in this section we will give a brief
overview of error and FT.

Error detection is the ability to detect the presence of er-
rors, while error correction is the additional ability to recon-
struct the original, error-free data.

Error-free operation may be performed by a block that
can be reconfigured so that it outputs no errors. However,
its result is the degradation of one or more of the block
attributes. This is often called a graceful degradation [1].
Application of such a scheme to a system is usually referred
to as a fault tolerant system. FT is the property that enables a
system to continue operating properly in the event of failure
of some of its components [4].

Spare components in a FT scheme refer to the first fun-
damental characteristic of FT—not single point of failure.

Triple modular redundancy (TMR) is a fault tolerant form
of N-modular redundancy in which three systems perform
a process whose result is processed by a voting system to
produce a single output. This means that if one of the three
systems fails, the other two systems can correct and mask
the fault. If the voter fails, then the complete system fails.
However, in a good TMR system the voter is much more
reliable than the other TMR components [4].

Error tolerance is an alternative concept. Error tolerant
systems neither detect nor correct error. The circuit is said
to be an ET, with respect to an application, if (1) it contains
defects that cause internal and may cause external errors,
and (2) the system that incorporates this circuit produces
acceptable results [1,2,7].

There are passive and active measures of a system degra-
dation due to errors. Performance, capacity and through-
put are said to be passive measures, while error Rate,
Accumulation and Significance, known as RAS, are active
measures [1].

FT schemes, like TMR, are area consumptive. Thus, in
order to design a system that trades an acceptable compu-
tation correctness for a chip area consumed by redundant
cells, we propose combining TMR and ET.

The next section gives a brief review of the architecture
of a BP FIR filter that is taken as a basis for implementation
of BP FIR filter partially tolerant to errors.

3. Bit-plane FIR filter architecture

Output words {yi} of an FIR filter are computed as

yi = c0xi + c1xi−1 + · · · + ck−1xi−k+1, (1)

where c0, c1, . . . , ck−1 are coefficients while {xi} are input
words. Computation (1) can be realized in different man-
ners. When high performances are required systolic arrays
are frequently used. Semi-systolic array shares with systolic
arrays not only the desirable simplicity and regularity prop-
erties, but also pipelining and multiprocessing schemes of
operation.

The BP is a semi-systolic architecture with BP operations.
It provides regular connections with extensive pipelining
and high computational throughput [8,9]. A functional block
diagram of a BP array is shown in Fig. 1.

The following notation is adopted: m—coefficient word
length; kC—number of coefficients (c0, c1, . . . , ckC−1);

n—input word length; cj
i—bit of coefficient ci (with weight

2j ); ci ≡ cm−1
i cm−2

i · · · c0
i , where c0

i c
1
i . . . cm−1

i are the bits
of coefficient ci with weights 20, 21, . . . , 2m−1, respec-
tively; cj ≡ c

j

k−1c
j

k−2 . . . c
j

0 , where c
j

0 , c
j

1 , . . . , c
j

k−1, are the
bits with weight 2j of coefficients c0, c1, . . . , ck−1, respec-
tively; l0—the number of basic cells within one row of a

BP array; yj
i—the bit of output word yi with weight 2j .

There are m BP elements that form the array shown in
Fig. 1. Each BP (Fig. 1) is formed as a set of kC rows. A row
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Fig. 1. The BP array for kC = 3 and m = 4.

performs the basic multiply-accumulate operation between
the intermediate result from the previous row and the product
of the input word and one coefficient bit. Delayed for one
clock cycle per row, the output word is available after kC ·m
clock cycles.

4. Error significance and partial
error-tolerance

In order to introduce a partial error-tolerance in a formal
way, let us define basic terms.

Let the architecture be represented by the data flow graph
G. Given a directed graph G=(V, E), where V={v1, . . . , vn}
is a finite set of vertices and E is a finite set of edges. An
edge e ∈ E is an ordered pair (vi, vj ), where vi, vj ∈ V and
an edge (vi, vj ) means that vertices vi and vj are connected.

Definition 1 (Error propagation). Let vi and vj be ver-
tices and let ei,j denote (vi, vj ) ∈ E. We define an error

propagation as the relation

� ⊆ V2, (vi, vj ) ∈ �.

The fact (vi, vj ) ∈ � we denote by �i,j , which holds if an
error which accrues within node vi causes an error within
an error-free node vj .

Lemma 1. Error propagation � is a transitive relation:

vi, vk, vj ∈ V, �i,k ∧ �k,j ⇒ �i,j .

Proof. If �i,k and �k,j hold, the error within node vk , caused
by error in node vi , will produce error in node vj , which
proves that nodes vi and vj are in relation �. �
Definition 2 (Error significance). Let Y = {y0, y1, . . . ,

yl0−1}, Y ⊆ V be the set of architecture’s output nodes.
We call the set M� ⊆ V error significance for the output
bit y�, iff

vi ∈ M� ⇔ (vi, y
�) ∈ �.

Error significance (Definition 2) marks the part of the
architecture that has to be error-free in order to have the
output result bit y� error-free.

Let two-dimensional ordering of an architecture be de-
fined as a function fo: V → N2, where N is a set of natural
numbers. We call the function fo the ordering function.

Definition 3 (Error significance map). We define error sig-
nificance map, M�=(m

�
p,q), for the output bit y�, as a matrix

with elements

m
�
p,q =

{
1, ∃ vi ∈ M�, fo(vi) = (p, q),

0, ∀ vi ∈ M�, fo(vi) �= (p, q).

Definition 4 (Partial error-tolerance). We define a degree
of partial error-tolerance (PET) of an architecture as a func-
tion from the set {0, 1, . . . , l0 −1} into the subset of V, such
that

PET(�) =
l0−1⋃

�=l0−�

M�.

Obviously, for � = 0 union in Definition 4 is an empty
set. Thus, PET(0) is the basic architecture without FT. In
respect of Definition 4, PET(l0) is a full fault tolerant (FFT)
architecture.

Having in mind that error propagation is a transitive rela-
tion (Lemma 1), the error significance map of the BP array
can be obtained from transitive closure, which gives infor-
mation about all paths within the array.

5. Transitive closure of the bit-plane array

In order to clarify the error significance map development
(Definition 3), we give a brief review of transitive closure
[10,11].
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Fig. 2. Directed graph G for BP array.

The transitive closure of G is defined as the graph G∗ =
(V, E∗), where E∗ = {(vi, vj )| there is a path from vi to vj

in G}. The transitive closure of a graph is obtained by com-
puting the connectivity matrix A∗. The connectivity matrix
of G is a matrix A∗ = (a∗

i,j ) where a∗
i,j = 1 if there is a path

from vi to vj or i = j , and a∗
i,j = 0 otherwise [10,11].

In respect of Definition 2, error significance M� can
be obtained from the column of transitive closure A∗ that
corresponds to the output node y�. We define the error
significance map M�, according to Definition 3, for the BP
architecture using the ordering function fo, which maps the
elements a∗

i,j into m
�
p,q as follows:

p =
⌊

j

l0 + m

⌋
,

q = j mod (l0 + m), (2)

where i = cta and 0�j �(m · kC + 1) · (m + l0) − 1.
In order to develop a transitive closure for the BP array,

both the directed graph G for the array in Fig. 1, and the
connectivity matrix A∗ have to be obtained. In the BP array
shown in Fig. 1 there is a multiplication of a partial product
from each row within BP with factor 2, which is realized as
a shift for one position to the left between rows. Between
BPs there is a multiplication of a partial product by 1

2 , i.e.,
shift for one position to the right (Fig. 1), which introduces
slight irregularities between rows [8]. In order to develop
connectivity matrix for BP array in a general form, according
to the functional block diagram in Fig. 1, we obtained a
directed graph G shown in Fig. 2.

1

2

3

m·kC

m·kC+1

1

l0+m

2

3

4

Fig. 3. Directed graph: (a) GC that shows the connectivity of
columns of graph G, and (b) graph GR that shows connectivity
of rows.

Graph G in Fig. 2 consists of two types of nodes: nodes
that represent the BP cells in Fig. 1 (shaded nodes in Fig. 2),
and fictive nodes that are added in order to obtain a graph
with regular connections. In order to obtain connectivity
matrix of graph G we form a directed graph GC that shows
the connectivity of columns of graph G, and graph GR that
shows the connectivity of rows. Graphs GC and GR are
shown in Figs. 3(a), and (b), respectively.

Graph in Fig. 3(a) can be represented by connectivity
matrix as follows:

GC =

⎡
⎢⎢⎢⎢⎣

1 0 0 . . . 0
1 1 0 . . . 0
0 1 1 . . . 0

...

0 0 0 . . . 1

⎤
⎥⎥⎥⎥⎦

(l0+m)×(l0+m)

.

The dimension of matrix GC is (l0 +m)×(l0 +m), where
l0 + m is the number of columns of graph G (Fig. 2). The
elements gC

i,j of matrix GC are of the form:

gC
i,j =

{
1, j + 1� i�j,

0, other
(3)

that is, the elements on the main diagonal, and the elements
below the main diagonal are equal to 1. Transitive closure
A∗ can be obtained from graph GR (Fig. 3b), because each
node in graph GR has internal paths described with (3). The
connectivity matrix GR for the directed graph G in Fig. 2 is

GR =

⎡
⎢⎢⎢⎢⎣

0 GC 0 . . . 0
0 0 GC . . . 0

...

0 0 0 . . . GC

0 0 0 . . . 0

⎤
⎥⎥⎥⎥⎦

(m·kC+1)×(m·kC+1)

. (4)

Substituting GC in (4) with (3), we derive a connectivity
matrix for graph G from Fig. 2. The transitive closure A∗,
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obtained using (4), is of the following form:

A∗ =

⎡
⎢⎢⎢⎢⎢⎣

0 GC G2
C . . . G

m·kC

C

0 0 GC . . . G
m·kC−1
C

...

0 0 0 . . . GC

0 0 0 . . . 0

⎤
⎥⎥⎥⎥⎥⎦

, (5)

where Gk
C =Gk−1

C ·GC . In order to obtain matrices Gk
C from

transitive closure (5), we give the following lemma:

Lemma 2. Elements ((gC
i,j )

d) of the matrix Gd
C are of the

form

(gC
i,j )

d =
{

1, j + d � i�j

0, other
.

Proof. Lemma 2 can be proven using mathematical induc-
tion. Elements (gC

i,j )
1 of the matrix G1

C are of the form (3).

From (3) it follows directly that Lemma 2 stands for G2
C .

In order to show that Lemma 2 stands for Gd+1
C , we obtain

(gC
i,j )

d+1 as follows:

Gd+1
C = Gd

C · GC ⇒ (gC
i,j )

d+1 =
p∑

k=0

(gC
i,k)

d · gC
k,j

=
{

1, k + d � i�k
∧

j + 1�k�j

0, other

=
{

1, j + d + 1� i�j

0, other
,

which proves Lemma 2. �

Transitive closure A∗, given with (5), is a square matrix
with the dimension (m·kC+1)·(m+l0)×(m·kC+1)·(m+l0),
which shows the existence of the path between any two
nodes of the graph G (Fig. 2). Each column of the transitive
closure (5) that corresponds to an output node stands for
one error significance map M� of the BP array (Definition
3, Eq. (2)).

6. Example of partial error-tolerant bit-plane
array

With the aim to illustrate partial ET BP array according
to Definition 4, using the transitive closure of BP array (5)
and an error significance map M� (Definition 3) defined with
ordering function fo (2), we give an example of BP array
with kC = 2 coefficients, and coefficient length m = 2.

A directed graph G of BP array with kC = 2 coeffi-
cients, and coefficient length m = 2 is shown in Fig. 4(a).
A transitive closure of the graph is obtained according to
(5) and Lemma 2, and is shown in Fig. 4(b). The dimen-
sions of A∗ for the given example are 30 × 30 (enumerated

y0

y1

y5 y4 y3 y2

y0

y1

y5 y4 y3 y2

0 1 2 3 4 5

6 7 8 9 11

12 13 14 15 17

18 19 21 22 23

24 25
28

10

29
26 27

20

16

M4 M3 M2=

Fig. 4. Implementation example: (a) directed graph G of BP array
with kC =2 coefficients, and coefficient length m=2; (b) transitive
closure A∗; (c) error significance set M5; (d) error significance
map M5; (e) error significance maps M4, M3, and M2.

as 0, 1, . . . , 29), because there is a total of 30 nodes within
the graph G, including the output nodes y5, y4, y3, and y2.
Fig. 4(b) shows the upper-right corner of transitive closure
A∗ of the graph G in Fig. 4(a).

A transitive closure, given in Fig. 4(b), shows the exis-
tence of all paths within the graph. According to Definition
4, PET(1) can be obtained applying the FT scheme to the
cells marked by error significance map M5. The error sig-
nificance map M5 can be obtained, according to (2), from
transitive closure A∗ by rewriting the 24th column, which
corresponds to the output bit y5, Fig. 4(c). The nodes of
the graph from Fig. 4(a) are enumerated as 0, 1, . . . , 29, as
shown in Fig. 4(c). The elements of the 24th column of
A∗ are rewritten in the form of a matrix, according to (2),
and mapped to the nodes of graph G, which is shown in
Fig. 4(c). The nodes that have influence on the most signif-
icant bit of the result are shaded. The fictive nodes, because
of their nature, are not taken into consideration. Fig. 4(d)
shows the error significance map M5 of the BP array.
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If acceptable results of BP array with kC = 2, and m = 2
are defined as Yacceptable = Ycorrect ± (25 − 1), then matrix
M5 in Fig. 4(d) shows the part of the BP array which must
be error-free in order for the BP architecture to produce
acceptable results.

Error significance maps M4, M3, and M2 are developed in
the same manner, and are shown in Fig. 4(e). For example,
according to the Definition 4, PET(2) can be obtained making
the cells, marked by M5 and M4, fault-tolerant.

7. Implementation results

In order to illustrate the tradeoffs enabled by partial em-
ployment of FT in the array, we choose a TMR as a FT
scheme to be involved in PET BP array implementation
(Definition 4).

For the sake of comparison, both BP architecture shown
in Fig. 1, and PET(�), 1��� l0, were described in VHDL
and implemented on Virtex4 FPGA. Design automation is
involved using the concept of generic parameters in VHDL
[12]. Function PET(�) (Definition 4) is implemented as a
custom-written VHDL function with � as a parameter which
controls whether the cell should be triplicated or not in the
moment of cell instantiation. Using the design automation
described in VHDL, the only parameter which has to be set,
regardless the array dimensions, is the number of error-free
high order bits in the output word (�).

We implemented three arrays with different parame-
ter sets. Parameter sets for the implemented arrays are
given in Table 1. Values for arrays widths (l0), and heights
(m · kC) are given in bold. The arrays differ in input word
width (n), which implies the different array widths and the

Table 1. Parameter sets for implemented arrays

kC m n l0 m · kC PET(�)

Arr1 4 8 8 16 32 0���16
Arr2 4 8 16 24 32 0���24
Arr3 4 8 24 32 32 0���32

Table 2. Number of basic cells required for array implementation, and actual gate count by FPGA implementation of different sizes of
arrays with � as parameter

� Arr1 Arr2 Arr3

No. of cells Impl. [kG] No. of cells Impl. [kG] No. of cells Impl. [kG]

32 / / / / 3072 82.0
24 / / 2304 61.6 2986 80.2
16 1536 41.4 2218 59.8 2730 74.7
8 1450 39.6 1962 54.3 2304 65.4
4 1344 37.3 1770 50.1 2048 59.9
2 1274 35.8 1658 47.1 1920 57.1
1 1236 34.9 1598 46.4 1856 55.7
0 512 19.4 768 28.6 1024 37.8

same array heights. All three arrays are implemented for
parameter � in the range 0��� l0.

Implementation results are given in Table 2. For each ar-
ray from Table 1 there are two columns within Table 2. The
left column stands for the number of basic cells obtained
analytically using the proposed method, while the right col-
umn stands for FPGA implementation in equivalent number
of kilogates (kG) [12].

Let us explain the analytically obtained results for Arr1.
If there are no ET bits in the output result (� = 0), then
the array is basic BP array (Fig. 1), and the number of the
required basic cells is equal to (m · kC) · l0 = 8 · 4 · 16 = 512.
If all bits of the output result are ET (� = l0 = 16),
FFT array, then all the basic cells have to be triplicated

Fig. 5. Saving of the silicon area required for array implementation
as the function of bits in the output word that are error-tolerant (�).
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(512 · 3 = 1536, Table 2). For � = 1, according to Definition
4, 362 (out of 512) basic cells have to be triplicated, thus
362 · 3 + (512 − 362) · 1 = 1236 basic cells are required for
the array implementation (Table 2).

The number of basic cells, as well as the number of gates
required for the implementation of FFT arrays, are given
in bold in Table 2. These values are used for the calcula-
tion of achieved savings in the implementation of ET arrays
with � < l0, which are graphically shown in Fig. 5. For both
the analytically obtained and FPGA implementation results
savings are calculated as

Saving = FFT − PET(�)

FFT
· 100%. (6)

The analytically obtained savings are shown with dashed
lines, while FPGA implementation results are shown with
solid lines in Fig. 2. It can be noticed that FPGA implemen-
tation results are slightly shifted below the corresponding
theoretical results. This is due to the optimization effort of
a VHDL synthesis tool. It can also be noticed that for � = 0
all the theoretical results end with the saving equal to 66.7
(Fig. 5). According to (6), and having in mind that for TMR
PET(0) = FFT/3, “the saving”, if none of the result bits is
ET, is (FFT − FFT/3)/FFT · 100% = 66.7%. FPGA imple-
mentation results end with saving of 56%.

8. Concluding remarks

In this paper we proposed a concept of systems partially
tolerant to errors, and presented the design of a partially ET
BP array. Partial tolerance to errors is employed allowing
some of the cells to produce errors. The design of partially
ET BP FIR filter is facilitated by deriving the error signifi-
cance map for the BP array. Starting the development with
acceptable margins of error in the output result, we obtained
the error significance map from the transitive closure of the
BP array. The array cells out of the area marked by error sig-
nificance map could produce errors, but without any signif-
icant influence on the high-order bits of the resulting word.
Formal definitions of the proposed terms are given. A rigor-
ous mathematical path based on transitive closure that gen-
erates error significance map for the BP array is proposed.
The design tradeoff is demonstrated through an FPGA im-
plementation. The achieved area savings are presented as a
function of a number of most significant fault-tolerant bits.
By introducing the concept of partially ET BP array, design-
ers achieve one more degree of tradeoff freedom.
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